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This module details Azure Pipelines anatomy and structure, templates, YAML resources, and how to use multiple repositories in your pipeline.

**Learning objectives**

By the end of this module, you're able to:

* Describe advanced Azure Pipelines anatomy and structure
* Detail templates and YAML resources
* Implement and use multiple repositories

[**Start**](https://learn.microsoft.com/en-us/training/modules/integrate-azure-pipelines/1-introduction/)Add

**Prerequisites**

None

**This module is part of these learning paths**

* [AZ-400: Implement CI with Azure Pipelines and GitHub Actions](https://learn.microsoft.com/training/paths/az-400-implement-ci-azure-pipelines-github-actions/)

**Module assessment**

Assess your understanding of this module. Sign in and answer all questions correctly to earn a pass designation on your profile.

[**Take the module assessment**](https://learn.microsoft.com/training/modules/integrate-azure-pipelines/8-knowledge-check/)

* [Introduction](https://learn.microsoft.com/en-us/training/modules/integrate-azure-pipelines/1-introduction)1 min
* [Describe the anatomy of a pipeline](https://learn.microsoft.com/en-us/training/modules/integrate-azure-pipelines/2-describe-anatomy-of-pipeline)6 min
* [Understand the pipeline structure](https://learn.microsoft.com/en-us/training/modules/integrate-azure-pipelines/3-understand-pipeline-structure)4 min
* [Detail templates](https://learn.microsoft.com/en-us/training/modules/integrate-azure-pipelines/4-detail-templates)3 min
* [Explore YAML resources](https://learn.microsoft.com/en-us/training/modules/integrate-azure-pipelines/5-explore-yaml-resources)2 min
* [Use multiple repositories in your pipeline](https://learn.microsoft.com/en-us/training/modules/integrate-azure-pipelines/6-use-multiple-repositories-your-pipeline)3 min
* [Migrate a pipeline from classic to YAML in Azure Pipelines](https://learn.microsoft.com/en-us/training/modules/integrate-azure-pipelines/7-migrate-pipeline-classic-yaml-azure-pipelines)3 min
* [Knowledge check](https://learn.microsoft.com/en-us/training/modules/integrate-azure-pipelines/8-knowledge-check)4 min
* [Summary](https://learn.microsoft.com/en-us/training/modules/integrate-azure-pipelines/9-summary)1 min

**Introduction**

Completed100 XP

* 1 minute

This module details Azure Pipelines anatomy and structure, templates, YAML resources, and how to use multiple repositories in your pipeline.

Also, it explores communication to deploy using Azure Pipelines to target servers.

**Learning objectives**

After completing this module, students and professionals can:

* Describe advanced Azure Pipelines anatomy and structure.
* Detail templates and YAML resources.
* Implement and use multiple repositories.
* Explore communication to deploy using Azure Pipelines.

**Prerequisites**

* Understanding of what DevOps is and its concepts.
* Familiarity with version control principles is helpful but isn't necessary.
* Understanding of Azure Pipelines.
* Beneficial to have experience in an organization that delivers software.

**Next unit: Describe the anatomy of a pipeline**

**Describe the anatomy of a pipeline**

Completed100 XP

* 6 minutes

Azure Pipelines can automatically build and validate every pull request and commit to your Azure Repos Git repository.

Azure Pipelines can be used with Azure DevOps public projects and Azure DevOps private projects.

In future training sections, we'll also learn how to use Azure Repos with external code repositories such as GitHub.

Let's start by creating a hello world YAML Pipeline.

**Hello world**

Start slowly and create a pipeline that echoes "Hello world!" to the console. No technical course is complete without a hello world example.

YAMLCopy

name: 1.0$(Rev:.r)

# simplified trigger (implied branch)

trigger:

- main

# equivalents trigger

# trigger:

# branches:

# include:

# - main

variables:

name: John

pool:

vmImage: ubuntu-latest

jobs:

- job: helloworld

steps:

- checkout: self

- script: echo "Hello, $(name)"

Most pipelines will have these components:

* Name – though often it's skipped (if it's skipped, a date-based name is generated automatically).
* Trigger – more on triggers later, but without an explicit trigger. There's an implicit "trigger on every commit to any path from any branch in this repo."
* Variables – "Inline" variables (more on other types of variables later).
* Job – every pipeline must have at least one job.
* Pool – you configure which pool (queue) the job must run on.
* Checkout – the "checkout: self" tells the job which repository (or repositories if there are multiple checkouts) to check out for this job.
* Steps – the actual tasks that need to be executed: in this case, a "script" task (the script is an alias) that can run inline scripts.

**Name**

The variable name is a bit misleading since the name is in the build number format. You'll get an integer number if you don't explicitly set a name format. A monotonically increasing number of runs triggered off this pipeline, starting at 1. This number is stored in Azure DevOps. You can make use of this number by referencing $(Rev).

To make a date-based number, you can use the format $(Date:yyyyMMdd) to get a build number like 20221003.

To get a semantic number like 1.0.x, you can use something like 1.0.$(Rev:.r).

**Triggers**

If there's no explicit triggers section, then it's implied that any commit to any path in any branch will trigger this pipeline to run.

However, you can be more precise by using filters such as branches or paths.

Let's consider this trigger:

YAMLCopy

trigger:

branches:

include:

- main

This trigger is configured to queue the pipeline only when a commit to the main branch exists. What about triggering for any branch except the main? You guessed it: use exclude instead of include:

YAMLCopy

trigger:

branches:

exclude:

- main

**Tip**

You can get the name of the branch from the variables Build.SourceBranch (for the full name like refs/heads/main) or Build.SourceBranchName (for the short name like main).

What about a trigger for any branch with a name that starts with topic/ and only if the change is in the webapp folder?

Copy

trigger:

branches:

include:

- feature/\*

paths:

include:

- webapp/\*\*

You can mix includes and excludes if you need to. You can also filter on tags.

**Tip**

Don't forget one overlooked trigger: none. You can use none if you never want your pipeline to trigger automatically. It's helpful if you're going to create a pipeline that is only manually triggered.

There are other triggers for other events, such as:

* Pull Requests (PRs) can also filter branches and paths.
* Schedules allow you to specify cron expressions for scheduling pipeline runs.
* Pipelines will enable you to trigger pipelines when other pipelines are complete, allowing pipeline chaining.

You can find all the documentation on triggers [here](https://learn.microsoft.com/en-us/azure/devops/pipelines/build/triggers).

**Jobs**

A job is a set of steps an agent executes in a queue (or pool). Jobs are atomic – they're performed wholly on a single agent. You can configure the same job to run on multiple agents simultaneously, but even in this case, the entire set of steps in the job is run on every agent. You'll need two jobs if you need some steps to run on one agent and some on another.

A job has the following attributes besides its name:

* displayName – a friendly name.
* dependsOn - a way to specify dependencies and ordering of multiple jobs.
* condition – a binary expression: if it evaluates to true, the job runs; if false, the job is skipped.
* strategy - used to control how jobs are parallelized.
* continueOnError - specify if the rest of the pipeline should continue if this job fails.
* pool – the pool name (queue) to run this job on.
* workspace - managing the source workspace.
* container - for specifying a container image to execute the job later.
* variables – variables scoped to this job.
* steps – the set of steps to execute.
* timeoutInMinutes and cancelTimeoutInMinutes for controlling timeouts.
* services - sidecar services that you can spin up.

**Dependencies**

When you define multiple stages in a pipeline, by default, they run sequentially in the order in which you define them in the YAML file. The exception to this is when you add dependencies. With dependencies, stages run in the order of the dependsOn requirements.

Pipelines must contain at least one stage with no dependencies.

Let's look at a few examples. Consider this pipeline:

YAMLCopy

jobs:

- job: A

steps:

# steps omitted for brevity

- job: B

steps:

# steps omitted for brevity

Because no dependsOn was specified, the jobs will run sequentially: first A and then B.

To have both jobs run in parallel, we add dependsOn: [] to job B:

YAMLCopy

jobs:

- job: A

steps:

# steps omitted for brevity

- job: B

dependsOn: [] # This removes the implicit dependency on the previous stage and causes this to run in parallel.

steps:

# steps omitted for brevity

If we want to fan out and fan in, we can do that too:

YAMLCopy

jobs:

- job: A

steps:

- script: echo' job A.'

- job: B

dependsOn: A

steps:

- script: echo' job B.'

- job: C

dependsOn: A

steps:

- script: echo' job C.'

- job: D

dependsOn:

- B

- C

steps:

- script: echo' job D.'

- job: E

dependsOn:

- B

- D

steps:

- script: echo' job E.'

![Diagram that shows a dependency chart. A to B and C to D and E.](data:image/png;base64,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)

**Checkout**

Classic builds implicitly checkout any repository artifacts, but pipelines require you to be more explicit using the checkout keyword:

* Jobs check out the repo they're contained in automatically unless you specify checkout: none.
* Deployment jobs don't automatically check out the repo, so you'll need to specify checkout: self for deployment jobs if you want access to the YAML file's repo.

**Download**

Downloading artifacts requires you to use the download keyword. Downloads also work the opposite way for jobs and deployment jobs:

* Jobs don't download anything unless you explicitly define a download.
* Deployment jobs implicitly do a download: current, which downloads any pipeline artifacts created in the existing pipeline. To prevent it, you must specify download: none.

**Resources**

What if your job requires source code in another repository? You'll need to use resources. Resources let you reference:

* other repositories
* pipelines
* builds (classic builds)
* containers (for container jobs)
* packages

To reference code in another repo, specify that repo in the resources section and then reference it via its alias in the checkout step:
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resources:

repositories:

- repository: appcode

type: git

name: otherRepo

steps:

- checkout: appcode

**Steps are Tasks**

Steps are the actual "things" that execute in the order specified in the job.

Each step is a task: out-of-the-box (OOB) tasks come with Azure DevOps. Many have aliases and tasks installed on your Azure DevOps organization via the marketplace.

Creating custom tasks is beyond the scope of this chapter, but you can see how to make your custom tasks [here](https://learn.microsoft.com/en-us/azure/devops/extend/develop/add-build-task).

**Variables**

It would be tough to achieve any sophistication in your pipelines without variables. Though this classification is partly mine, several types of variables exist, and pipelines don't distinguish between these types. However, I've found it helpful to categorize pipeline variables to help teams understand nuances when dealing with them.

Every variable is a key: value pair. The key is the variable's name, and it has a value.

To dereference a variable, wrap the key in $(). Let's consider this example:
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variables:

name: John

steps:

- script: echo "Hello, $(name)!"

It will write Hello, John! To the log.

**Next unit: Understand the pipeline structure**

**Understand the pipeline structure**

Completed100 XP

* 4 minutes

A pipeline is one or more stages that describe a CI/CD process.

Stages are the primary divisions in a pipeline. The stages "Build this app," "Run these tests," and "Deploy to preproduction" are good examples.

A stage is one or more jobs, units of work assignable to the same machine.

You can arrange both stages and jobs into dependency graphs. Examples include "Run this stage before that one" and "This job depends on the output of that job."

A job is a linear series of steps. Steps can be tasks, scripts, or references to external templates.

This hierarchy is reflected in the structure of a YAML file like:

* Pipeline
  + Stage A
    - Job 1
      * Step 1.1
      * Step 1.2
      * ...
    - Job 2
      * Step 2.1
      * Step 2.2
      * ...
  + Stage B
    - ...

Simple pipelines don't require all these levels. For example, you can omit the containers for stages and jobs in a single job build because there are only steps.

Because many options shown in this article aren't required and have reasonable defaults, your YAML definitions are unlikely to include all of them.

**Pipeline**

The schema for a pipeline:
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name: string # build numbering format

resources:

pipelines: [ pipelineResource ]

containers: [ containerResource ]

repositories: [ repositoryResource ]

variables: # several syntaxes

trigger: trigger

pr: pr

stages: [ stage | templateReference ]

If you have a single-stage, you can omit the stages keyword and directly specify the jobs keyword:
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# ... other pipeline-level keywords

jobs: [ job | templateReference ]

If you've a single-stage and a single job, you can omit the stages and jobs keywords and directly specify the steps keyword:
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# ... other pipeline-level keywords

steps: [ script | bash | pwsh | powershell | checkout | task | templateReference ]

**Stage**

A stage is a collection of related jobs. By default, stages run sequentially. Each stage starts only after the preceding stage is complete.

Use approval checks to control when a stage should run manually. These checks are commonly used to control deployments to production environments.

Checks are a mechanism available to the resource owner. They control when a stage in a pipeline consumes a resource.

As an owner of a resource like an environment, you can define checks required before a stage that consumes the resource can start.

This example runs three stages, one after another. The middle stage runs two jobs in parallel.
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stages:

- stage: Build

jobs:

- job: BuildJob

steps:

- script: echo Building!

- stage: Test

dependsOn: Build

jobs:

- job: TestOnWindows

steps:

- script: echo Testing on Windows!

- job: TestOnLinux

steps:

- script: echo Testing on Linux!

- stage: Deploy

dependsOn: Test

jobs:

- job: Deploy

steps:

- script: echo Deploying the code!

**Job**

A job is a collection of steps run by an agent or on a server. Jobs can run conditionally and might depend on previous jobs.
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jobs:

- job: MyJob

displayName: My First Job

continueOnError: true

workspace:

clean: outputs

steps:

- script: echo My first job

**Deployment strategies**

Deployment strategies allow you to use specific techniques to deliver updates when deploying your application.

Techniques examples:

* Enable initialization.
* Deploy the update.
* Route traffic to the updated version.
* Test the updated version after routing traffic.
* If there's a failure, run steps to restore to the last known good version.

**RunOnce**

runOnce is the most straightforward deployment strategy in all the presented lifecycle hooks.
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strategy:

runOnce:

preDeploy:

pool: [ server | pool ] # See pool schema.

steps:

- script: [ script | bash | pwsh | powershell | checkout | task | templateReference ]

deploy:

pool: [ server | pool ] # See pool schema.

steps: ...

routeTraffic:

pool: [ server | pool ]

steps:

...

postRouteTraffic:

pool: [ server | pool ]

steps:

...

on:

failure:

pool: [ server | pool ]

steps:

...

success:

pool: [ server | pool ]

steps:

...

*For details and examples, see*[*Deployment jobs*](https://learn.microsoft.com/en-us/azure/devops/pipelines/process/deployment-jobs)*.*

**Rolling**

A rolling deployment replaces instances of the previous version of an application with instances of the new version. It can be configured by specifying the keyword rolling: under the strategy: node.
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strategy:

rolling:

maxParallel: [ number or percentage as x% ]

preDeploy:

steps:

- script: [ script | bash | pwsh | powershell | checkout | task | templateReference ]

deploy:

steps:

...

routeTraffic:

steps:

...

postRouteTraffic:

steps:

...

on:

failure:

steps:

...

success:

steps:

...

*For details and examples, see*[*Deployment jobs*](https://learn.microsoft.com/en-us/azure/devops/pipelines/process/deployment-jobs)*.*

**Canary**

Using this strategy, you can first roll out the changes to a small subset of servers. The canary deployment strategy is an advanced deployment strategy that helps mitigate the risk of rolling out new versions of applications.

As you gain more confidence in the new version, you can release it to more servers in your infrastructure and route more traffic to it.
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strategy:

canary:

increments: [ number ]

preDeploy:

pool: [ server | pool ] # See pool schema.

steps:

- script: [ script | bash | pwsh | powershell | checkout | task | templateReference ]

deploy:

pool: [ server | pool ] # See pool schema.

steps:

...

routeTraffic:

pool: [ server | pool ]

steps:

...

postRouteTraffic:

pool: [ server | pool ]

steps:

...

on:

failure:

pool: [ server | pool ]

steps:

...

success:

pool: [ server | pool ]

steps:

...

*For details and examples, see*[*Deployment jobs*](https://learn.microsoft.com/en-us/azure/devops/pipelines/process/deployment-jobs)*.*

**Lifecycle hooks**

You can achieve the deployment strategies technique by using lifecycle hooks. Depending on the pool attribute, each resolves into an agent or [server job](https://learn.microsoft.com/en-us/azure/devops/pipelines/process/phases).

Lifecycle hooks inherit the pool specified by the deployment job. Deployment jobs use the $(Pipeline.Workspace) system variable.

Available lifecycle hooks:

* **preDeploy:** Used to run steps that initialize resources before application deployment starts.
* **deploy:** Used to run steps that deploy your application. Download artifact task will be auto-injected only in the deploy hook for deployment jobs. To stop downloading artifacts, use - download: none or choose specific artifacts to download by specifying [Download Pipeline Artifact task](https://learn.microsoft.com/en-us/azure/devops/pipelines/yaml-schema/steps-download).
* **routeTraffic:** Used to run steps that serve the traffic to the updated version.
* **postRouteTraffic:** Used to run the steps after the traffic is routed. Typically, these tasks monitor the health of the updated version for a defined interval.
* **on: failure** or **on: success:** Used to run steps for rollback actions or clean-up.

**Steps**

A step is a linear sequence of operations that make up a job. Each step runs its process on an agent and accesses the pipeline workspace on a local hard drive.

This behavior means environment variables aren't preserved between steps, but file system changes are.
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steps:

- script: echo This run in the default shell on any machine

- bash: |

echo This multiline script always runs in Bash.

echo Even on Windows machines!

- pwsh: |

Write-Host "This multiline script always runs in PowerShell Core."

Write-Host "Even on non-Windows machines!"

**Tasks**

Tasks are the building blocks of a pipeline. There's a catalog of tasks available to choose from.

YAMLCopy

steps:

- task: VSBuild@1

displayName: Build

timeoutInMinutes: 120

inputs:

solution: '\*\*\\*.sln'

**Next unit: Detail templates**

**Detail templates**

Completed100 XP

* 3 minutes

**Template references**

You can export reusable sections of your pipeline to a separate file. These individual files are known as templates.

Azure Pipelines supports four types of templates:

* Stage
* Job
* Step
* Variable

You can also use templates to control what is allowed in a pipeline and define how parameters can be used.

* Parameter

Templates themselves can include other templates. Azure Pipelines supports 50 individual template files in a single pipeline.

**Stage templates**

You can define a set of stages in one file and use it multiple times in other files.

In this example, a stage is repeated twice for two testing regimes. The stage itself is specified only once.
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# File: stages/test.yml

parameters:

name: ''

testFile: ''

stages:

- stage: Test\_${{ parameters.name }}

jobs:

- job: ${{ parameters.name }}\_Windows

pool:

vmImage: windows-latest

steps:

- script: npm install

- script: npm test -- --file=${{ parameters.testFile }}

- job: ${{ parameters.name }}\_Mac

pool:

vmImage: macOS-latest

steps:

- script: npm install

- script: npm test -- --file=${{ parameters.testFile }}

Templated pipeline
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# File: azure-pipelines.yml

stages:

- template: stages/test.yml # Template reference

parameters:

name: Mini

testFile: tests/miniSuite.js

- template: stages/test.yml # Template reference

parameters:

name: Full

testFile: tests/fullSuite.js

**Job templates**

You can define a set of jobs in one file and use it multiple times in other files.

In this example, a single job is repeated on three platforms. The job itself is specified only once.
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# File: jobs/build.yml

parameters:

name: ''

pool: ''

sign: false

jobs:

- job: ${{ parameters.name }}

pool: ${{ parameters.pool }}

steps:

- script: npm install

- script: npm test

- ${{ if eq(parameters.sign, 'true') }}:

- script: sign
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# File: azure-pipelines.yml

jobs:

- template: jobs/build.yml # Template reference

parameters:

name: macOS

pool:

vmImage: 'macOS-latest'

- template: jobs/build.yml # Template reference

parameters:

name: Linux

pool:

vmImage: 'ubuntu-latest'

- template: jobs/build.yml # Template reference

parameters:

name: Windows

pool:

vmImage: 'windows-latest'

sign: true # Extra step on Windows only

**Step templates**

You can define a set of steps in one file and use it multiple times in another.
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# File: steps/build.yml

steps:

- script: npm install

- script: npm test
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# File: azure-pipelines.yml

jobs:

- job: macOS

pool:

vmImage: 'macOS-latest'

steps:

- template: steps/build.yml # Template reference

- job: Linux

pool:

vmImage: 'ubuntu-latest'

steps:

- template: steps/build.yml # Template reference

- job: Windows

pool:

vmImage: 'windows-latest'

steps:

- template: steps/build.yml # Template reference

- script: sign # Extra step on Windows only

**Variable templates**

You can define a set of variables in one file and use it multiple times in other files.

In this example, a set of variables is repeated across multiple pipelines. The variables are specified only once.
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# File: variables/build.yml

variables:

- name: vmImage

value: windows-latest

- name: arch

value: x64

- name: config

value: debug
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# File: component-x-pipeline.yml

variables:

- template: variables/build.yml # Template reference

pool:

vmImage: ${{ variables.vmImage }}

steps:

- script: build x ${{ variables.arch }} ${{ variables.config }}
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# File: component-y-pipeline.yml

variables:

- template: variables/build.yml # Template reference

pool:

vmImage: ${{ variables.vmImage }}

steps:

- script: build y ${{ variables.arch }} ${{ variables.config }}

**Next unit: Explore YAML resources**

**Explore YAML resources**

Completed100 XP

* 2 minutes

Resources in YAML represent sources of pipelines, repositories, and containers. For more information on Resources, [see here](https://learn.microsoft.com/en-us/azure/devops/pipelines/process/resources).

**General schema**
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resources:

pipelines: [ pipeline ]

repositories: [ repository ]

containers: [ container ]

**Pipeline resource**

If you have an Azure pipeline that produces artifacts, your pipeline can consume the artifacts by using the pipeline keyword to define a pipeline resource.
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resources:

pipelines:

- pipeline: MyAppA

source: MyCIPipelineA

- pipeline: MyAppB

source: MyCIPipelineB

trigger: true

- pipeline: MyAppC

project: DevOpsProject

source: MyCIPipelineC

branch: releases/M159

version: 20190718.2

trigger:

branches:

include:

- master

- releases/\*

exclude:

- users/\*

**Container resource**

Container jobs let you isolate your tools and dependencies inside a container. The agent launches an instance of your specified container then runs steps inside it. The container keyword lets you specify your container images.

Service containers run alongside a job to provide various dependencies like databases.
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resources:

containers:

- container: linux

image: ubuntu:16.04

- container: windows

image: myprivate.azurecr.io/windowsservercore:1803

endpoint: my\_acr\_connection

- container: my\_service

image: my\_service:tag

ports:

- 8080:80 # bind container port 80 to 8080 on the host machine

- 6379 # bind container port 6379 to a random available port on the host machine

volumes:

- /src/dir:/dst/dir # mount /src/dir on the host into /dst/dir in the container

**Repository resource**

Let the system know about the repository if:

* If your pipeline has templates in another repository.
* If you want to use multi-repo checkout with a repository that requires a service connection.

The repository keyword lets you specify an external repository.
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resources:

repositories:

- repository: common

type: github

name: Contoso/CommonTools

endpoint: MyContosoServiceConnection

**Next unit: Use multiple repositories in your pipeline**

**Use multiple repositories in your pipeline**

Completed100 XP

* 3 minutes

You might have micro git repositories providing utilities used in multiple pipelines within your project. Pipelines often rely on various repositories.

You can have different repositories with sources, tools, scripts, or other items that you need to build your code. By using multiple checkout steps in your pipeline, you can fetch and check out other repositories to the one you use to store your YAML pipeline.

Previously Azure Pipelines hasn't offered support for using multiple code repositories in a single pipeline. Using artifacts or directly cloning other repositories via script within a pipeline, you can work around it. It leaves access management and security down to you.

Repositories are now first-class citizens within Azure Pipelines. It enables some exciting use cases, such as checking out specific repository parts and checking multiple repositories.

There's also a use case for not checking out any repository in the pipeline. It can be helpful in cases where you're setting up a pipeline to do a job that has no dependency on any repository.

**Specify multiple repositories**

Repositories can be specified as a repository resource or in line with the checkout step. Supported repositories are Azure Repos Git, GitHub, and BitBucket Cloud.

The following combinations of checkout steps are supported.

* If there are no **checkout** steps, the default behavior is checkout: self is the first step.
* If there's a single **checkout: none** step, no repositories are synced or checked out.
* If there's a single **checkout: self** step, the current repository is checked out.
* If there's a single **checkout** step that isn't **self** or **none**, that repository is checked out instead of self.
* If there are multiple **checkout** steps, each named repository is checked out to a folder named after the repository. Unless a different path is specified in the checkout step, use **checkout: self** as one of the **checkout** steps.

**Repository resource - How to do it?**

If your repository type requires a service connection or other extended resources field, you must use a repository resource.

Even if your repository type doesn't require a service connection, you may use a repository resource.

For example, you have a repository resource defined already for templates in a different repository.

In the following example, three repositories are declared as repository resources. The repositories and the current self-repository containing the pipeline YAML are checked out.
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resources:

repositories:

- repository: MyGitHubRepo # The name used to reference this repository in the checkout step.

type: github

endpoint: MyGitHubServiceConnection

name: MyGitHubOrgOrUser/MyGitHubRepo

- repository: MyBitBucketRepo

type: bitbucket

endpoint: MyBitBucketServiceConnection

name: MyBitBucketOrgOrUser/MyBitBucketRepo

- repository: MyAzureReposGitRepository

type: git

name: MyProject/MyAzureReposGitRepo

trigger:

- main

pool:

vmImage: 'ubuntu-latest'

steps:

- checkout: self

- checkout: MyGitHubRepo

- checkout: MyBitBucketRepo

- checkout: MyAzureReposGitRepository

- script: dir $(Build.SourcesDirectory)

If the self-repository is named CurrentRepo, the script command produces the following output: CurrentRepo MyAzureReposGitRepo MyBitBucketRepo MyGitHubRepo.

In this example, the repositories' names are used for the folders because no path is specified in the checkout step.

**Inline - How to do it?**

If your repository doesn't require a service connection, you can declare it according to your checkout step.
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steps:

- checkout: git://MyProject/MyRepo # Azure Repos Git repository in the same organization

The default branch is checked out unless you choose a specific ref.

If you're using inline syntax, choose the ref by appending @ref. For example:

YAMLCopy

- checkout: git://MyProject/MyRepo@features/tools # checks out the features/tools branch

- checkout: git://MyProject/MyRepo@refs/heads/features/tools # also checks out the features/tools branch.

- checkout: git://MyProject/MyRepo@refs/tags/MyTag # checks out the commit referenced by MyTag.

**GitHub repository**

Azure Pipelines can automatically build and validate every pull request and commit to your GitHub repository.

When creating your new pipeline, you can select a GitHub repository and then a YAML file in that repository (self repository). By default, this is the repository that your pipeline builds.

Azure Pipelines must be granted access to your repositories to trigger their builds and fetch their code during builds.

There are three authentication types for granting Azure Pipelines access to your GitHub repositories while creating a pipeline.

* GitHub App.
* OAuth.
* Personal access token (PAT).

You can create a continuous integration (CI) trigger to run a pipeline whenever you push an update to the specified branches or push selected tags.

YAML pipelines are configured by default with a CI trigger on all branches.

YAMLCopy

trigger:

- main

- releases/\*

You can configure complex triggers that use **exclude** or **batch**.

YAMLCopy

# specific branches build

trigger:

branches:

include:

- master

- releases/\*

exclude:

- releases/old\*

Also, it's possible to configure pull request (PR) triggers to run whenever a pull request is opened with one of the specified target branches or when updates are made to such a pull request.

You can specify the target branches when validating your pull requests.

To validate pull requests that target main and releases/\* and start a new run the first time a new pull request is created, and after every update made to the pull request:

YAMLCopy

pr:

- main

- releases/\*

You can specify the full name of the branch or a wildcard.

For more information and guidance about GitHub integration, see:

* [Build GitHub repositories](https://learn.microsoft.com/en-us/azure/devops/pipelines/repos/github).

**Next unit: Migrate a pipeline from classic to YAML in Azure Pipelines**

[**Previous**](https://learn.microsoft.com/en-us/training/modules/integrate-azure-pipelines/5-explore-yaml-resources/)

**Migrate a pipeline from classic to YAML in Azure Pipelines**

Completed100 XP

* 3 minutes

Migrating classic Azure Pipelines to YAML-based configurations offers a more efficient approach to defining and managing CI/CD pipelines. YAML enables version-controlled, code-like representations of pipelines, enhancing maintainability and flexibility compared to the traditional UI-based approach. By transitioning to YAML, development teams can leverage code review processes, reuse pipeline configurations across repositories, and easily track changes over time.

**Pipeline conversion**

The Azure DevOps portal includes the feature that facilitates migration from classic build pipelines to their YAML equivalents. You can access it via the Export to YAML context sensitive menu option of individual build pipelines. Selecting this option automatically generates a file containing the YAML representation of the converted content and downloads it to your computer. The classic pipeline is left intact.

The conversion process provides support for the following features:

* All tasks and all inputs
* Event and schedule-based triggers
* Individual and multiple jobs
* Job and step conditions
* Checkout options
* Execution plan parallelism
* Pool selection

There are, however, two features which aren't converted:

* Variables: Variables in a classic pipeline are excluded from the conversion process. Instead, they're mentioned by name in the comments of the autogenerated YAML pipeline as a reminder that you need to configure them manually.
* Time zone translation: Classic pipeline schedules are in the organization's time zone, while cron schedules in YAML are in UTC. To avoid any potential time zone conversion issues, the schedule is exported in its original format. This is also captured in the comments included in the new pipeline.

For release pipelines, you can leverage the View YAML link available for individual pipeline tasks. Selecting the link generates the YAML code corresponding to the configuration of the task. This helps to identify the underlying YAML syntax used to define the task. Note that this code doesn't include values of the individual task properties but instead substitutes them with variables. To set the values, refer to the graphical interface of the task and compare it against its YAML representation.

There's no equivalent option to view the YAML at the job or stage level. Effectively, this part of the conversion relies on your familiarity with the syntax of YAML pipelines.

**Pipeline authoring**

For those who are relatively new to YAML pipelines, Azure DevOps offers Task Assistant. Implemented as an extra pane displayed on the right side of the YAML pipeline editor page, the assistant helps with creating and modifying YAML steps. Unlike the View YAML feature, it works directly in the YAML pipeline. It simplifies the process of authoring a pipeline by providing a listing of tasks, which you can individually select, configure via a graphical interface, and add to the pipeline in the YAML format.

In addition, the Task Assistant provides intelligent autocomplete suggestions based on the context of the pipeline, inline documentation for task parameters to aid in understanding their usage, real-time validation to catch syntax errors or missing parameters, and the ability to search for specific tasks or task groups available in the Azure DevOps marketplace.

**Next unit: Knowledge check**

**Knowledge check**

Completed200 XP

* **Module assessment**
* 4 minutes

 Answer 100% of questions correctly in order to pass. [**Retake**](https://learn.microsoft.com/en-us/training/modules/integrate-azure-pipelines/8-knowledge-check)

Dismiss alert

Choose the best response for each question.

**Check your knowledge**

Top of Form

**1.**

**Which of the following choices is the YAML property responsible for creating a dependency between jobs?**

steps.

dependsOn.

**Correct. You can define dependencies between jobs using the dependensOn.**

condition.

**2.**

**Which of the following choices is responsible for always starting the communication between Azure Pipelines and its agent?**

Service Hook.

Azure Pipelines.

**Incorrect. The Agent always initiates the communication with Azure Pipelines.**

Agent.

**Correct. The Agent always initiates the communication with Azure Pipelines.**

**3.**

**Which of the following choices describes a reason for installing an agent using interactive mode?**

To run UI Tests.

**Correct. In some cases, you might need to run the agent interactively for production use - such as to run UI tests.**

To run Java pipelines.

**Incorrect. In some cases, you might need to run the agent interactively for production use - such as to run UI tests.**

To communicate with cloud environments from on-premises agents (self-hosted).

Bottom of Form

**Next unit: Summary**

**Summary**

Completed100 XP

* 1 minute

This module detailed Azure Pipelines anatomy and structure, templates, YAML resources, and how to use multiple repositories in your pipeline. Also, it explored communication to deploy using Azure Pipelines to target servers.

You learned how to describe the benefits and usage of:

* Describe advanced Azure Pipelines anatomy and structure.
* Detail templates and YAML resources.
* Implement and use multiple repositories.
* Explore communication to deploy using Azure Pipelines.

**Learn more**

* [Azure Pipelines New User Guide - Key concepts - Azure Pipelines | Microsoft Learn](https://learn.microsoft.com/en-us/azure/devops/pipelines/get-started/key-pipelines-concepts).
* [Azure Pipelines YAML pipeline editor guide - Azure Pipelines | Microsoft Learn](https://learn.microsoft.com/en-us/azure/devops/pipelines/get-started/yaml-pipeline-editor).
* [Check out multiple repositories in your pipeline - Azure Pipelines | Microsoft Learn](https://learn.microsoft.com/en-us/azure/devops/pipelines/repos/multi-repo-checkout).
* [Azure Pipelines Agents - Azure Pipelines | Microsoft Learn](https://learn.microsoft.com/en-us/azure/devops/pipelines/agents/agents).

“” <https://learn.microsoft.com/en-us/training/modules/integrate-azure-pipelines/9-summary#completion> “”